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Abstract

LoRaWAN is a network technology that provides a long-range wireless net-
work while maintaining low energy consumption. It adopts the pure Aloha
MAC protocol and the duty-cycle limitation at both uplink and downlink
on the MAC layer to conserve energy. Additionally, LoRaWAN employs or-
thogonal parameters to mitigate collisions. However, synchronization in star-
of-star topology networks and the complicated collision mechanism make it
challenging to conduct a quantitative performance evaluation in LoRaWAN.
Our previous work proposes a Probabilistic Timed Automata (PTA) model to
represent the uplink transmission in LoRaWAN. It is a mathematical model
that presents the nondeterministic and probabilistic choice with time pass-
ing. However, this model remains a work in progress. This study extends
the PTA model to depict Class-A devices in the LoRaWAN protocol. The
complete characteristics of LoRaWAN’s MAC layer, such as duty-cycle lim-
its, bidirectional communication, and confirmed message transmission, are
accurately modeled. Furthermore, a comprehensive collision model is inte-
grated into the PTA. Various properties are verified using the probabilistic
model checker PRISM, and quantitative properties are calculated under di-
verse scenarios. This quantitative analysis provides valuable insights into the
performance and behavior of LoRaWAN networks under varying conditions.

Keywords: LoRaWAN, Performance Evaluation, Probabilistic model
checking, Probabilistic Timed Automata, MAC Layer
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1. INTRODUCTION

The Internet of Things (IoT) constitutes a pivotal network communica-
tion technology, facilitating the interconnection of objects. One such technol-
ogy is LoRaWAN, a Low Power Wide Area (LPWA) wireless communications
network [1]. It is widely used in IoT and machine-to-machine (M2M) net-
works due to its low-cost and bidirectional communication capabilities. Em-
ploying a spread spectrum technique, LoRaWAN enables end devices (EDs)
to communicate over long distances using a star-of-star topology. Addition-
ally, LoRaWAN operates on unlicensed ISM bands, such as the 868 MHz
frequency in Europe [2], making it a cost-effective and easily implementable
network solution. Consequently, LoRaWAN has gained widespread attention
in various long-range IoT applications, including environmental monitoring
[3] and intelligent city surveillance [4]. Moreover, LoRaWAN also shows its
suitability on Intelligent Transportation Systems (ITS) in [5, 6, 7]. Given its
advantages, LoRaWAN has become an essential complementary solution for
5G in massive IoT due to its vast potential [8].

With the rapid expansion of network requirements of LoRaWAN, network
performance evaluation plays an essential role in research. However, most of
the evaluation works are model-free or in black-box. The lack of transparency
and accuracy in the mathematical models leads to a risk of mismatch between
different research works. To systematically and comprehensively assess Lo-
RaWAN’s properties and performance, a model-based approach that permits
both quantitative and qualitative evaluation is imperative.

Motivated by evaluating LoRaWAN’s transmission formally and accu-
rately in a model-based way, this study leverages probabilistic model check-
ing, a model-based technique to globally and automatically establish system
properties. In our previous works [9, 10], various probabilistic models were
formulated to represent LoRaWAN’s transmission. However, these models
were primarily oriented towards the uplink transmission and still needed to
be completed. This study comprehensively models the confirmed transmis-
sion procedure of two nodes in the LoRaWAN network with one gateway
using the Probabilistic Timed Automata (PTA) model [11]. By integrating
the time aspect, the proposed model can represent various mechanisms in
LoRaWAN, such as the retransmission, the duty-cycle limitation, and the
collision model. Several properties are verified using the model checker tool
PRISM [12], and the quantitative properties are verified in different scenarios.
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The principal contributions of this study are summarized as follows:

• Firstly, a Markov Decision Process (MDP) model for single-node trans-
mission is investigated.

• Subsequently, by integrating the timing aspect and receiver compo-
nents, the Probabilistic Timed Automata (PTA) model is investigated.
It is a mathematical automaton model that represents a system with
time passing, nondeterminism actions, and probabilistic transitions of
states. A PTA model for the unconfirmed transmission of two nodes
and one gateway in LoRaWAN is investigated in this part.

• Based on the concept of PTA, a comprehensive model for the confirmed
transmission procedure is proposed. This model represents a complete
bidirectional transmission procedure in LoRaWAN by integrating new
downlink components, the bidirectional duty-cycle limitation, retrans-
mission mechanism, etc. More importantly, this model introduces a
novel approach to evaluate the network performance of LoRaWAN. By
employing this model, performance evaluation of LoRaWAN networks
can be conducted model-based, allowing for qualitative and quantita-
tive verification of network properties.

• Several properties of the proposed PTA model are verified using the
probabilistic model checker PRISM. The system’s probabilistic prop-
erties are first verified. Then, several reward properties are verified by
representing the PTA model with some abstraction techniques. The
results show the accuracy of the proposed model, which further proves
the feasibility of the probabilistic model checking for the performance
evaluation of LoRaWAN networks.

The rest of this paper is organized as follows. After giving a comprehen-
sive exploration of the LoRaWAN in Section 2, Section 3 presents a related
literature survey. Section 4 investigates the MDP model for single-node trans-
mission. The PTA model’s syntax and the PTA’s modeling for LoRaWAN
are presented in Section 5. In Section 6, the properties and verification are
given. The main contribution of this study is summarized, and perspectives
for future work are provided in Section 7.

3



2. LoRaWAN NETWORKS

LoRaWAN (Long Range Wide Area Network) is a wireless communica-
tion technology that has emerged as an energy-efficient solution for end-to-
end communication in IoT applications [1]. Using a spread spectrum tech-
nique, end devices (EDs) in networks can communicates over long distances
using a star-of-star topology as given in Figure 1. LoRaWAN operates on
unlicensed ISM (Industrial Scientific and Medical) bands, such as 868 MHz
in Europe [2], rendering it a cost-effective and easily implementable solution.
With its great potential, LoRaWAN becomes one of the essential complemen-
tary solutions for 5G networks in massive IoT scenarios [8, 13]. Consequently,
LoRaWAN has gained widespread attention and is adopted in long-range
IoT applications, such as environmental monitoring [3] and intelligent city
surveillance [4].

Figure 1: LoRaWAN architecture [1]

2.1. LoRaWAN transmission
To fulfill the low power consumption requirement, all end devices within

the LoRaWAN network must support Class-A ("Aloha") communications.
In this mode, nodes adopt a variant Aloha transmission schedule as shown in
Figure 2. The node primarily operates in sleep mode and wakes up only when
transmitting an uplink message in Aloha. After transmitting, the node opens
two receiving windows to listen to downlink messages for both confirmed and
unconfirmed transmission, as presented in Figure 2(a) and Figure 2(b). In

4



the confirmed transmission scenario, an ACK message is sent to the node
in one of the two windows, depending on availability. If the node does not
receive the ACK message in both windows, it tries to retransmit until the
ACK message is received or the limit of retransmission times is exceeded as
shown in Figure 2(b) [14]. Moreover, both uplink and downlink transmissions
adhere to the duty-cycle limitation [2].

(a) Unconfirmed transmission

(b) Confirmed transmission

Figure 2: Class-A transmission schedule [14]

Based on the architecture and the shcdule, LoRaWAN adopts several
mechanisms on transmission which is given in the following parts.

2.2. Transmission Parameters and the Spreading Factor (SF)
In the LoRaWAN network, nodes can transmit using a spread-spectrum

modulation technique derived from Chirp Spread Spectrum (CSS) technol-
ogy. This technology provides a balance between sensitivity and data rate,
functioning within different transmission parameters, such as the Coding
Rate (CR), the Bandwidth (BW), and the Spreading Factor (SF). Equation
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(1) gives the calculation between the Data Rate (DR) and parameters in
LoRaWAN.

DR = SF ×
[

4
4+CR

][
2SF

BW

] (1)

In most regional parameters, the CR and the BW are fixed [2]. For
example, in Europe (EU868), the BW is fixed to 125kHz, and the CR is
fixed to 1. However, nodes in LoRaWAN networks can transmit at different
data rates by selecting different SF, a near-orthogonal parameter. A lower
SF can get higher data rates and lower energy consumption. Conversely, a
higher SF can reduce the packet loss probability but result in lower data rates
and increased energy consumption [15]. Equation (2) presents the packet
airtime (AT) with payload size pl and SF [16]. In EU868 specification,
BW = 125kHz, CR = 1, DE = 0 if SF < 11, otherwise DE = 1.

Tsym =
2SF

BW

sympl = 8 +max

(
ceil

(
8pl − 4SF + 44

(4(SF − 2DE))

)
(CR + 4), 0

)
AT = (12.25 + sympl)× Tsym

(2)

2.3. Received Signal Strength Indication (RSSI)
The Received Signal Strength Indication (RSSI) is a relative measurement

of the received signal’s strength. LoRaWAN receivers can only receive the
packet whose RSSI exceeds the thresholds. Using the Log-distance path loss
model [17, 18, 19], the calculation of RSSI is given in (3). Where Ptx is
the transmit power in dBm, PL0 is the distance path loss d0, η is the loss
exponent and Xσ is the attenuation (in decibels) caused by flat fading which
is modeled with a Gaussian random variable Xσ ∼ N(µ, σ2) with µ = 0.

RSSI = Ptx −
(
PL0 + 10η log10

(
di
d0

)
+Xσ

)
(3)

In LoRaWAN networks, different SFs have different RSSI thresholds. Ta-
ble 1 gives an example of the thresholds (in dBm) at 125kHz of SX1276
receiver chip [20].
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Table 1: RSSI thresholds at BW = 125kHz of SX1276 receiver chip [20]

SF7 SF8 SF9 SF10 SF11 SF12
-123 -126 -129 -132 -133 -136

2.4. Collision Model
Since the SF is a near orthogonal parameter, the collision in LoRaWAN

occurs primarily among the packets with the same SF and frequencies. Rah-
madhani and Kuipers [21] give the collision conditions of two packets in
LoRaWAN. Denoting the AT the packet receiving time, Tc the time that
the receiver needs to lock the message, the collision model of two overlapped
packets with the same SF and frequency is as follows:

1. If time difference between the arrivals of two packets ∆t ≤ Tc, then
only the later packet survives if its RSSI plate is great enough (6dBm
greater than the earlier one). Otherwise, both packets are lost.

2. If Tc < ∆t ≤ AT − Tc, then only the earlier packet survives if its RSSI
is great enough (6dBm greater than the later one). Otherwise, both
packets are lost.

3. If AT − Tc < ∆t ≤ AT , then both packets survive.

In [21], the measurement shows that the receiver needs 3 symbols to lock the
message. Therefore, according to Equation 2, Tc = 3× Tsym.

Based on the transmission mechanism above, this study focuses on the
performance evaluation of Class-A transmission in LoRaWAN networks us-
ing probabilistic model checking. In the following section, several related
literature is presented.

3. RELATED WORK

3.1. Performance Evaluation in LoRaWAN
As the demand for networks in LoRaWAN rapidly expands, LoRaWAN

encounters challenges from multiple aspects, particularly in performance eval-
uation. Numerous research endeavors have been conducted to address various
aspects, including transmission parameter allocation [22, 23, 24, 25], network
modeling [26], and practical applications [3, 27]. Therefore, the evaluation
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tool becomes imperative to facilitate comprehensive studies in network per-
formance evaluation.

Bor et al. [28] and Van den Abeele et al. [29], evaluate the scalability of Lo-
RaWAN by random event simulations using different simulators. Callebaut
and Van der Perre [17] used real LoRaWAN test-beds to evaluate trans-
mission sensitivity. Croce et al. [30] employed numerical simulations and
LoRaWAN test-beds to assess the performance of transmission parameters.
In our previous works [31, 32], we developed two simulators based on random
event simulations and utilized them to evaluate network performance in dif-
ferent aspects, such as the impact of SF allocation [33, 34], network security
[35, 36], and practical applications in ITS solution [7].

However, the evaluations and the experiments primarily rely on numer-
ical and statistical analyses. Many are model-free or black-box, making it
challenging to verify system properties exhaustively. Furthermore, the lack
of transparency and accuracy in mathematical models increases the risk of
mismatch between different research works. To formally evaluate the proper-
ties and performance of LoRaWAN, this study employs probabilistic model
checking, a model-based method that enables the automated establishment
of global system properties.

3.2. Probabilistic Model Checking
Probabilistic model checking is a technique for system modeling that

presents probabilistic and non-deterministic behavior [37]. Various proba-
bilistic models can be employed to express protocols or systems, and different
logic specifications can be used to evaluate their properties and performance
both qualitatively and quantitatively. Bordel et al. [38], use continuous-time
Markov chains (CTMCs) as a modeling tool to verify the security properties
of chaotic digital watermarking in IoT scenarios and future 5G networks.
Using a turn-based stochastic game model, Aslanyan et al. [39] evaluate the
attack-defense scenarios and apply the method to an RFID goods manage-
ment case study. In [40], Unmanned Aerial Vehicle (UAV) security analysis
was conducted using probabilistic model checking.

For the network protocols, Fruth [41] model the IEEE 802.15.4 (Zig-
Bee) using Probabilistic Timed Automata (PTA) and verify the properties
of contention resolution. Likewise, the IEEE 802.11 (WiFi) protocol was also
modeled in PTA by Kwiatkowska et al. [42]. In [43, 44], the protocol IEEE
802.3 (Ethernet) and IEEE 1394 FireWire Root Contention are modeled and
evaluated using the PTA model.
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In our previous work [9], we developed a Markov Decision Process (MDP)
model to analyze the uplink transmission of a class-A device in LoRaWAN.
Solving the MDP model proposes an initialization strategy for parameter
allocation algorithms. However, this model only considers one single node in
the network. The collision probability of nodes is given only by estimation.
Additionally, the MDP model can not represent the timing aspect, which is
crucial for collision analysis in LoRaWAN.

To address these limitations, we extended our research in a subsequent
study [10]. A PTA model for the uplink transmission of two nodes and one
gateway is proposed by adding the timing aspect and the collision model
mentioned above. The PTA models the unconfirmed transmission proce-
dure of two nodes in the LoRaWAN network with one gateway. Using the
model checker tool PRISM, several probabilistic properties of the network
are verified under different cases.

However, there is still room for improvement in the models above. In
the following part of this paper, several different models are investigated.
After investigating the MDP model and the PTA model for uplink transmis-
sion proposed in [9] and [10], a novel PTA model is proposed as the main
contribution of this paper. The novel model integrates novel features of the
confirmed transmission procedures in LoRaWAN, such as the novel network
component, the duty-cycle limitation, and the retransmission mechanism in
LoRaWAN networks. The details of the models are given in the following
sections.

4. MARKOV DECISION PROCESS MODELS

The Markov Decision Process (MDP) is a mathematical model of sequen-
tial decision. By defining different states and probabilistic transitions, an
MDP can represent randomness strategies and rewards that can be achieved
by the agent in an environment where the system state has Markov proper-
ties. An MDP can be described as a tuple M =< S,A, P > where:

• S is the finite set of system states;

• A is the set of actions that the system can take;

• P : S×A×S is the tensor of transitions between states. The elements
in P are the probabilities of transitions denoted as P(s, a, s′), which
represent the probabilities of reaching state s′ ∈ S from state s ∈ S by
the action a ∈ A;
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With the definition above, an MDP model for the bidirectional trans-
mission of one class-A device is proposed in [9]. This model represents the
bidirectional transmission procedure of a single node with nondeterministic
SF selection. The overview of the MDP is shown in Figure 3. By denoting
the maximum retransmission attempt of a packet as 8, the definition of each
element in tuple M =< S,A, P > are as follows:

Figure 3: MDP model of node

In this model, the node has a set of states S, which includes:

1. The initial state S0. This state is the beginning of the packet trans-
mission.

2. The Transmit subset T . The states s ∈ T represent that the node is
transmitting. The state of the k-th attempt is described as T/{sfi}k
where {sfi}k is a k-elements sequence and 1 ≤ k ≤ 8. The elements
sfi represent the SF chosen at the i-th transmission. For example,
T/{8, 10, 12} means the node fails in the two previous attempts using
SF8 and SF10 and is transmitting with SF12.

3. The Waiting subset W . The state s ∈ W is described as W/{sfi}k,
meaning that the node waits after the k-th transmission attempt fails.
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{sfi}k is a k-elements sequence of previous attempts parameter where
1 ≤ k ≤ 7. For example, W/{9, 11} means the node fails in the two
previous attempts using SF9 and SF11 waits for the third attempt.

4. Two final states {Succ, Fail}. For the states s ∈ T , the node goes into
state Succ if the transmission succeeds. Otherwise, if a node fails its
last attempt (i.e., s = T/{sfi}8), the packet transmission is failed, and
the node goes into state Fail.

The action set A is defined as A = {Tr, a7, a8, ..., a12}. The action Tr
represents a node’s transmission action in state s ∈ T . The actions asf
denote that a node in waiting state s ∈ W chooses sf as its spreading factor
for the next transmission.

In [9], the transition probabilities are divided into two cases. The first
case is when s ∈ W , and the maximum retransmission attempt has not been
exceeded. In this case, the node transmits with a probability P(s, a, s′) = 1.
Another case is when s ∈ T , the node has a success probability P(s, a, s′) = pi
of transmission with chosen sf i. An estimation of the success probability is
also given in [9].

(a) Success transmission

(b) Failed transmission

Figure 4: Transmission examples of the MDP model

Based on the definition above, the model’s paths represent a node’s trans-
mission procedures. Figure 4 show examples of a successful and failed trans-
mission. In Figure 4(a), the node starts at state S0 and takes SF7 (action
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a7) for the first transmission. It then goes to a state of transmission (T/{7})
and takes the transmission action Tr. However, the node does not receive
the ACK with the failure probability 1− p7 and goes to a waiting state W7.
Subsequently, the node selects SF8 (action a8), prepares the second attempt
(state T/{7, 8}), and transmits the packet (action Tr). This time, the node
receives the ACK with probability p8 and goes to the final state Succ.

Figure 4(b) shows an example path of a failed transmission. Like the
previous example, the node takes an SF and transmits the packet at each
attempt. However, it does not receive the ACK during all 8 attempts. There-
fore, after 8 transmission attempts with SF8, SF10, SF9, SF7, SF11, SF8,
SF9, and SF12, the nodes goes to the final state Fail with the failure prob-
ability 1− p12.

Moreover, a reward tensor R ∈ RS×A×S is proposed in [9]. The elements
in R are denoted as R(s, a, s′), representing the expected reward of transi-
tioning from state s ∈ S to state s′ ∈ S with action a ∈ A. Using these
rewards and the defined tuple, the MDP model can be solved by maximiz-
ing rewards using the value iteration method. The results are implemented
in the algorithms for the initial strategy prediction of STEPS. The STEPS
is a dynamic SF allocation approach enabling nodes to adjust transmission
parameters based on a score table of SFs to enhance transmission perfor-
mance proposed in [33]. The performance of the STEPS algorithm can vary
depending on the initialization of the score table. By implementing the nor-
malized SF distribution given by the optimal path of the proposed MDP
as the initial score table for the STEPS algorithm, analytical results in [9]
demonstrate that the MDP prediction method reduces transmission energy
consumption while maintaining high performance compared to the legacy
STEPS algorithm.

However, the MDP is based on a single node, not considering collision
probability or nodes’ interactions. The proposed estimation requires distri-
butions of nodes’ positions and parameters. A probabilistic timed automata
(PTA) model is utilized to investigate nodes’ interactions during transmis-
sion further, integrating the concept of time. The PTA is an automaton that
can represent time passing. Several PTA models are proposed in this study.
The syntax, semantics, and proposed models are detailed in the following
section.
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5. PROBABILISTIC TIMED AUTOMATA MODELS

This section focuses on modeling LoRaWAN transmission using proba-
bilistic timed automata (PTA) models. The mathematical definition of the
model, including the syntax and semantics, is first introduced. Subsequently,
a model for unconfirmed transmission in LoRaWAN networks proposed in
our previous work [10] is presented. Additionally, as the main contribution
of this study, a comprehensive PTA model of the bidirectional transmission
in LoRaWAN networks is proposed.

5.1. Syntax and Semantics
The PTA model is proposed in [11]. It is a timed automaton [45] that

represents a system with time passing, non-determinism actions, and prob-
abilistic transitions of states. A PTA can be described as a tuple PTA =<
L, l,X ,Σ, inv, prob > [46] where:

• L is the finite set of locations;

• l is the initial location;

• X is the finite set of clocks. A clock x ∈ X is a variable on the interval
t ⊆ T, where T ∈ {R∗,N∗}. The set C(X ) is defined as the constraints
of the clocks.

• Σ is the finite set of events. The subset Σu ⊂ Σ represents the urgent
events where the transition happens immediately once it is possible.

• inv : L → C(X ) is the invariant condition function. It represents the
time constraints that the PTA can stay at the location l ∈ L;

• prob ⊆ L × C(X ) × Σ × Dist(2X × L) is finite set of the probabilistic
transition relation, where Dist(A) represents the set of distributions
over countable subsets of A.

The states of a PTA can be described as a pair (l, v) where l ∈ L, v ∈ X ,
and v satisfies inv(l). According to the definition of the initial location, the
initial state of the PTA model is (l, v). Therefore, if the clocks are set to 0
at the beginning, v becomes a zero vector and the initial state of PTA will
be (l,0). At each state, the PTA model has two types of transitions:
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• Delay transitions : the PTA lets time pass and stay at the current
state while v satisfying inv(l)

• Event transitions : the PTA made a transition according to
(l, g, σ, p) ∈ prob, where: l is the current location, g clock constraint
satisfied by current clock v, σ is the transition event, and the p(X, l′)
is the probability of resetting all clocks in X to 0 and moving to the
location l′.

In order to better illustrate the model, Daws and Yovine [47] proposed a
notion of urgency on the locations. At urgent locations, only Event transi-
tions are available, and Delay transitions cannot occur in these locations.
Segala and Lynch [48] and Duflot et al. [43] show that the parallel composi-
tion of two PTAs is still a PTA and the connections among sub-PTAs can
be established through the globally synchronized transitions. This allows the
network to be divided into different elements with different clocks. There-
fore, to clarify the model description and simplify the model construction, we
have split the whole network model into sub-PTA models corresponding to
different network components and comprehensively detailed each sub-model
structure, enabling readers to replicate the evaluation process more efficiently.

Table 2: DEFINITION OF TIME CONSTANTS AND PROBABILITIES

Time constants
Tdata Maximum preparation time defined by user
AT Packet receiving time
Tc Time that the receiver needs to lock the message
sec 1 second
DCi Uplink duty-cycle limitation of node i
DLi_DC Downlink duty-cycle limitation of window i ∈ [[1, 2]]
Probabilities
PULi The transmission of nodei is not lost
PCEi The receiving power of nodei is 6dBm greater
PDLij The downlink ACK to nodei is not lost in window j

With the definition and the syntax above, several PTA models of the
LoRaWAN protocol on the MAC layer are built. In our previous work [10],
a PTA model for unconfirmed transmission in LoRaWAN on the MAC layer
is proposed. As an extension, this study gives a PTA model for complete
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bidirectional transmission in LoRaWAN. Table 2 summarizes the notations
used in this study. The network configuration, the modeling assumptions,
and details of the PTA models are given in the following part.

5.2. Unconfirmed Transmission Modeling
Using the definition and the syntax above, a PTA model is constructed

in [10] to represent the unconfirmed transmission procedure of two nodes in
a LoRaWAN network with a single gateway based on the procedure given by
Section 2.1 and Figure 2(a). The model consists of four sub-PTAs: two node
PTAs and two receiver PTAs, each corresponding to a node and its receiver
at the gateway. The nodes are assumed to use the same SF and transmission
frequency.

(a) PTA model of nodei in unconfirmed transmission

(b) PTA model of receiveri in unconfirmed transmission

Figure 5: PTA model of unconfirmed transmission

Figure 5 gives the sub-PTAs. The node’s PTA model is shown in Figure
5(a). For PTA of the Nodei, it is composed of a clock xi, and 5 locations
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si ∈ [[0, 4]] where:
si = 0: is the initial location. It is an urgent location where the node

immediately sets the transmission data. The node sets the clock with xi :=
rand(0, Tdata) randomly and goes to location 1.

si = 1 is the preparation location. Node prepares its data during the
preparation time. When the the clock arrives the maximum time xi=Tdata,
the node takes the urgent event sendi, and takes the transition to location
2.

si=2 is the transmission location. The node transmits the packet during
the airtime AT . When xi=AT , the node takes the transition to location 3.

si = 3 is the downlink window location. In unconfirmed transmission
scenario, the node does not listen to downlink message. Therefore, after a
delay for 2 seconds (2 ∗ sec), the node takes the transition to location 4.

si=4 is the final location. It is the end of the transmission.
Figure 5(b) demonstrates a receiver PTA model. This model consists of

3 locations ri ∈ [[0, 2]] and a clock variable yi. The locations and transitions
are given as follows:

ri =0 is the initial location. Receiveri stays at this location until the
event sendi happens. After nodei transmits, receiveri synchronizes with
the other receiver to check if the gateway can process the message. Using the
collision model in Section 2.4, the transitions at this location are summarized
as follows:

1. The gateway is available or the message is late enough
(event sendi(rj! = 1∥(rj = 1&AT − Tc < yj ≤ AT ))). The receiver
takes the transition to location 1 with a probability PULi or stays at
location 0 with a probability 1− PULi.

2. The gateway has locked a message from the other node
(event sendi(rj = 1&Tc < yj ≤ AT −Tc)). The receiver stops receiving
and stays at location 0 with probability 1−PULi or goes to location 2
with probability PULi.

3. The gateway has not yet locked the message from the other node (event
sendi(rj = 1&yj ≤ Tc)). The receiver takes the transition to location
1 of receiving with probability PULiPCEi if nodei overlaps the message
from the other node, or to location 2 with probability PULi∗(1−PCEi) if
packet from nodei is not powerful enough, or stays at location 0 with
probability 1−PULi if the packet loses.
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ri = 1 is the receive location. Receiveri keeps receiving the message
during the airtime AT . If the other node nodej transmits, the receiver judges
whether the receiving packet is collided using the collision model mentioned
in Section 2.4. This time, the current packet becomes the earlier one (three
events sendj). If the packet collides, the receiver transits to location 2.
Otherwise, it stays at location 1 when yi=AT .

ri = 2 is the collided location. The receiver stays at this location when
the packet is collided.

In [10], several probabilistic properties are verified utilizing the model
above. However, due to the lack of downlink transmission, only the up-
link probabilities were verified in [10], such as the Packet Delivery Ratio
(PDR), and the collision probability of one single transmission. Facing this
limitation, this study addresses the issue by introducing a comprehensive
PTA model. This novel model incorporates downlink ACK transmission
from the gateway while also modeling the downlink channels. Moreover, the
retransmission mechanism and the bidirectional duty-cycle limitation are im-
plemented into the model to enhance reliability and better emulate the real-
world LoRaWAN protocol. The novel model is detailed in the following
section.

5.3. Bidirectional Transmission Modeling
Based on the confirmed transmission procedure given in Section 2.1 and

Figure 2(b), this study proposes a comprehensive PTA model to formally
evaluate the confirmed transmission in LoRaWAN networks. The LoRaWAN
network is divided into six sub-PTAs. These include two PTAs for the nodes,
two PTAs for the downlink windows, and two PTAs for the receivers at
the gateway. The nodes are assumed to use the same SF and transmission
frequency for simplicity. The schedule and the details of the models are given
in the following parts.

5.3.1. Node Modeling
The node’s PTA model is shown in Figure 6. For PTA of the nodei, there

are 6 abstracted locations si ∈ [[0, 5]], a clock xi, a retransmission counter
retxi, and a local variable resi that indicate the states of the transmission,
where:

• resi=0 represents that the node finishes its transmission and waits for
the ACK in the first receiving window.
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Figure 6: PTA model of nodei in confirmed transmission

• resi=1 represents that the node receives the ACK in the first window
and finishes the transmission.

• resi=2 represents that the node does not receive the ACK in the first
receiving window and listens in the second window.

• resi=3 represents that the node receives the ACK in the second win-
dow, and the transmission is successful.

• resi=4 represents that the node misses the ACK in both windows, and
the transmission failed.

For the location si and the transitions, the schedule of the PTA is given
as follows:

si = 0 is the initial location. It is an urgent location where the node
immediately sets the transmission data, resets the retransmission counter
retxi, and goes to location 1. Since the transmission is in Aloha, the nodes
sets randomly the preparation time with xi := rand(0, Tdata).

si=1 is the preparation location. Node prepares its data in this location
during the preparation time. When the node arrives the sending time xi =
Tdata, it takes the urgent event sendi, add the retxi by 1, and goes to the
transmission location (location 2).
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si=2 is the transmission location. The node transmits the packet during
the airtime AT . When xi=AT , the transmission finishes. Node sets resi to
0 and goes to the downlink window location (location 3).

si = 3 is the downlink window location. Node waits for 1 second (sec)
and opens the first downlink window. If the node receives the ACK, it takes
the urgent events receivei1 and goes to the final location (location 5) with a
probability PDLi1. Otherwise, if the downlink transmission is lost (1−PDLi1),
or the first channel is busy (busyi1,h1 = 1), or the gateway is unable to
answer (ri! = 2), the node sets resi to 2 and restart the time counter to wait
for the second receive window. When node finishes waiting another second
(resi = 2&xi = sec), node opens the second receiving window. If an ACK is
received, the node takes the urgent events receivei2 and transits to the final
location (location 5) with a probability PDLi2. Otherwise, if the downlink
transmission is lost (1−PDLi2), or the second channel is busy (busyi2,h2 =
1), or the gateway is unable to answer (ri! = 2), the transmission is fail. The
node sets resi to 4 and transits to the duty-cycle location (location 4).

si = 4 is the duty-cycle location. If the node reaches its retransmission
limits (retxi = retxlim), it takes the urgent event to the final location (loca-
tion 5) and ends the procedure. Otherwise, the node stays at this location
until xi = DCi, where DCi is the uplink duty-cycle limit for the node. When
the duty-cycle is over, the node resets the data xi := rand(0, Tdata) and goes
to the preparation location (location 1) to wait for the retransmission of the
packet.

si=5 is the final location. It represents that the node finishes the packet
transmission.

After nodei transmits (event sendi), the gateway’s corresponding re-
ceiver receiveri starts receiving and checking the collision. The PTA model
of the receiver is given in the following subsection.

5.3.2. Receiver Modeling
The PTA model of the receiver at the gateway is given in Figure 7(a).

For each receiveri of nodei, there are 3 locations ri ∈ [[0, 2]] and 1 clock yi.
Based on the collision model in Section 2.4, the schedule of the PTA is

given as follows:
ri =0 is the initial location. Receiveri stays at this location until the

event sendi happens. After nodei transmits, receiveri synchronizes with
the other receiver to check if the gateway can process the message based on
the collision model in Section 2.4:
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(a) PTA model of receiveri in bidirectional transmission

(b) PTA model of downlink windowi in bidirec-
tional transmission

Figure 7: PTA of receivers and downlink windows in bidirectional transmission

• If the gateway is available, which means the other receiver is not re-
ceiving, or the message is late enough to avoid the interference (event
sendi(rj! =1∥(rj = 1&AT − Tc < yj ≤ AT ))), then the receiver starts
receiving the message and takes the transition to the receiving loca-
tion (location 1) with a probability PULi or stay at location 0 with a
probability 1−PULi.

• If the gateway has already locked a message from another node, the
receiver stop receiving and stay at location 0
(event sendi(rj = 1&Tc < yj ≤ AT − Tc)).

• When the gateway has not locked the message from another node yet,
the receiver has a probability PULiPCEi to overlap the message from
the other node and goes to location 1 to start receiving. Otherwise,
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receiver stays at location 0 (event sendi(rj = 1&yj ≤ Tc))

ri =1 is the receiving location. Receiveri keeps receiving the message
during the airtime AT . If the other node sends a message, the receiver judges
whether the current packet is collided as in location 0 using the collision
model above (three events sendj). If the packet does not collide, the receiver
goes to the downlink location (location 2) at yi=AT and try to send an
ACK to nodei.

ri =2 is the downlink location. The receiver stays at this location until
one of the ACK events for nodei happens. When the ACK for nodei is sent
in the downlink window j (events receiveij), or both two downlink windows
are occupied (event busyi2), the receiver stops the downlink and goes back
to location 0 for the next receive.

5.3.3. Downlink Window Modeling
Figure 7(b) shows the PTAs of downlink windows. Each window has 2

location hi ∈ [[0, 1]] and 1 clock zi, where:
hi = 0 is the idle location. The downlink window stays at this location

until the gateway starts transmitting ACK to nodej and goes to the occupied
location (location 1) (events receiveji).

hi=1 is the occupied location. The downlink window transmits an ACK
to nodes and keeps being occupied. If the gateway tries to transmit an ACK
at this location, the downlink window refuses the transmission and stays until
the downlink duty-cycle (DLi_DC) is reached (events busyji).

With the PTA models above, the transmission procedure of the PTA
model can be presented by the interactions of the sub-PTA models. In the
initial state, both nodes stay at si = 0, resi = 0, the receivers stay at ri = 0,
and the downlink windows stay at hi = 0. Then, nodes go to si = 1 and
prepare the packet. Once the nodei finishes the preparation, it sends the
packet sendi and goes to si = 2. At the same time, receivers judge whether
the packet is collided or lost based on the probability of RSSI and the collision
model given in Section 2. Based on the result, receivers decide to reset the
state ri = 0 or continue the reception ri = 1. When the reception finishes,
receivers try to activate the downlink ACK in one of the downlink windows
if it is available hi = 0. During this time, the node stays at si = 3 and
opens two receiving windows to listen to the ACK message. If the ACK
is received or the maximum retransmission attempt is exceeded, the node
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finishes the procedure (si = 5). Otherwise, the node tries to retransmit after
the duty-cycle limitation (si = 4).

Based on the bidirectional PTA model, several properties are verified.
The properties and the verification descriptions are given in the following
section.

6. PROPERTIES AND VERIFICATION

With the probabilistic model checker "PRISM", several performance of
the LoRaWAN protocol are evaluated quantitatively and qualitatively in this
section. The properties and the verification are detailed in the following
subsection.

6.1. Properties
The model properties describe the analytical performance of a system or a

protocol. With certain probabilistic temporal logic, such as the Probabilistic
Computation Tree Logic (PCTL) [49], PRISM can verify properties of non-
deterministic and probabilistic models. The most important type of property
is the probabilistic property, which enables reasoning about the probability
of event occurrence or the reachability of certain system states. In this study,
we first defined four probability properties as the sanity check of the model.
These properties are characterized by fixed expected values, typically 0 or
1, representing behaviors that the model will certainly take or not take. By
verifying these probabilistic properties, we can validate the sanity of the
model, ensuring it behaves as expected and avoids adopting behaviors that
contradict reality. The description of the sanity properties (SP) are as follows:

• SP1 is the minimum probability that both nodes arrive at location
s = 5, which means both nodes finish the procedure. This property
should be one.

• SP2 is the maximum probability that both receivers are receiving up-
link packets (r = 1), and the time difference of two packets ∆t ≤
AT − Tc. This contradicts the collision model in LoRaWAN networks
given in 2.4. Therefore, it should be zero.

• SP3 is the maximum probability that the procedure finishes (s1 = s2 =
5) and at least one node does not transmit (retx = 0). This property
contradicts the original intent of the modeling and should be zero.
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• SP4 is the maximum probability that the procedure finishes (s1 =
s2 = 5) and at least one node is still listening to the ACK message
(res ∈ {0, 2}). This property contradicts the LoRaWAN schedule and
should be zero.

For the network performance, we calculate two probability properties,
referred to as PP1 and PP2, under different conditions. These properties
allow us to quantify and assess specific aspects of the protocol’s behavior.
The description of the two properties are as follows:

• PP1 is the maximum probability that the packet is eventually trans-
mitted successfully (P [s = 5 & res ∈ {1, 3}]).

• PP2 is the maximum probability that both nodes successfully transmit
the packet in K transmissions in sum (P [s1 = s2 = 5 & res1, res2 ∈
{1, 3} & retx1 + retx2 ≤ K]).

Additionally, after associating the events and the locations with certain
rewards, the reward properties are investigated by calculating the expected
values in this study. The reward properties are defined as follows:

• RP1 is the minimum expected energy consumption at the end of the
transmission (Renergy[s = 5]).

• RP1succ is the minimum expected energy consumption for 1 success
packet (Renergy[s = 5 & res ∈ {1, 3}]). According to the documen-
tation of PRISM [50], since the reachability probability of successful
transmission (PP1) is less than 1, this reward is marked as infinity.
However, it can be manually calculated by RP1\PP1.

• RP2 is the minimum expected transmissions the node needs to take
for a packet (Rtransmission[s = 5]).

• RP2succ is the minimum expected transmissions the node needs to take
for a successful transmission ((Rtransmission[s = 5 & res ∈ {1, 3}]). Sim-
ilary to RP1succ, this reward is also manually calculated by RP2\PP1.
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6.2. Model Building in PRISM
6.2.1. Assumptions and Configurations

In our previous work [9], the calculation of PCE, PDL, and PUL based
on distance and other network parameters are given. In this study, we fix
the node2 at a distance of 1000m from the gateway. In order to verify the
collision model in bidirectional transmission scenarios, both nodes use the
highest SF (SF12) to get the lowest packet loss probability. The maximum
data preparation time is set to the airtime of one transmission. The path loss
model, bandwidth, coding rate, and transmission power are the same values
as in [9]. The receiver sensitivities are the same as [51]. The duty-cycle of
the uplink and the first downlink window is 1%, and the duty-cycle of the
second downlink window is 10%.

Additionally, both nodes transmit in the same packet sizes. In this study,
we verified two scenarios with packet sizes of 5 bytes and 10 bytes. Since
LoRaWAN is a communication technology that aims to provide low-rate
wide-area networks, most network nodes are low-consumption devices that
transmit small packets. For example, the sensors report their detected values
periodically. These packet sizes are large enough to send 1 or 2 values in most
data types (int, float, char...), which is consistent with most of the application
scenarios of LoRaWAN networks.
6.2.2. Representation of PTA in PRISM

In [10], the PTA model was initially implemented and analyzed using the
PTA module [52] within the PRISM. However, due to the implementation
constraints, the default PTA computation engine (stochastic games) can-
not verify reward properties. Using the digital clocks engine allows the
calculation of reward properties [53]. This engine first performs a discretiza-
tion and a language-level model translation to the problem to one of model
checking over a finite-state MDP. Subsequently, the engine computes reward
properties using the temporary MDP module [54]. The translation adds a
clock variable to all locations in the model. This variable is assigned the
global maximum value as an upper bound in locations without time con-
straints. However, in LoRaWAN, due to duty-cycle mechanisms, the global
maximum value of the time variable is very large (100 times the transmission
time), leading to a problem of state space explosion in the translated model.
According to the PRISM documentation [54], a regular PC can calculate and
verify models with 107 states.

Therefore, in this work, we manually adjusted the model based on the
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Table 3: Size of models

Retx Packet
size
(bytes)

Nb states Nb transi-
tions

Model
building
time (s)

PP1 verifi-
cation time
(s)

RP1 verifi-
cation time
(s)

1 5 26987 27239 14.077 0.298 19.949
10 38017 38385 18.406 0.486 21.535

2 5 58515 60105 34.693 42.277 25.628
10 81371 83759 68.367 54.577 31.479

3 5 90043 92971 71.524 90.707 31.635
10 124725 129133 111.713 133.413 35.918

4 5 121571 125837 107.071 114.177 35.752
10 168079 174507 178.207 224.753 46.621

5 5 153099 158703 164.611 182.957 39.982
10 211433 219881 278.684 321.603 53.7

6 5 184627 191569 208.009 251.478 49.885
10 254787 265255 399.521 498.999 65.786

7 5 216155 224435 298.13 346.083 58.574
10 298141 310629 475.149 597.095 81.995

8 5 247683 257301 345.892 464.795 64.167
10 341495 356003 545.73 675.791 97.61

temporary file obtained from the translation using the digital clocks engine
to address this issue. We removed the time variables and timing transitions
for locations without time constraints. The hybrid computation engine that
combines symbolic and explicit-state data structures in PRISM is also uti-
lized for model solving. This strategic selection empowers us to calculate and
evaluate the network performance based on the reward properties.

Moreover, a time abstraction approach is adopted to discretize the clocks
in the novel model. By selecting a granularity corresponding to the smallest
period in the model (i.e., the locking time of a packet Tc), the representation
effectively reduces the model’s size so PRISM can compile the model.

Table 3 shows the model size and computation cost with different retrans-
mission times after the abstraction. After validating the absence of deadlock
using the the simulator tool in PRISM [55], the sanity properties of the
model are verified. The results are given in Table 4. It can be seen that
all the results are as expected, which means the model behaves as expected
and avoids adopting behaviors that contradict reality. For the performance
properties, the verification results are given in the following part.
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Table 4: Sanity properties

Retx Packet size
(bytes)

SP1 (should be
1)

SP2 (should be
0)

SP3 (should be
0)

SP4 (should be
0)

1 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

2 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

3 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

4 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

5 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

6 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

7 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

8 5 1.0 0.0 0.0 0.0
10 1.0 0.0 0.0 0.0

6.3. Verification Results
6.3.1. Probability Properties

To demonstrate the validity of the proposed model, cross-validation is
also conducted using the simulator MELoNS. MELoNS is a modular and
extendable simulation tool for LoRaWAN networks proposed in [32]. The
half-duplex gateway, the complete procedure of downlink transmission, and
the MAC commands are implemented in MELoNS. Moreover, the compo-
nents in the network are independent in MELoNS, giving the simulation a
higher degree of freedom. By defining the same environment parameters and
node behaviors, we simulated in 20000 packets and verified properties defined
above using the results given by MELoNS.

The verification results of PP1 are shown in Figure 8. We first set the
node1 at a distance of 500m from the gateway and verified the success rate
with different max retransmission numbers. Figure 8(a) and 8(b) illustrate
the verification results. It can be seen that as the nodes are afforded ad-
ditional opportunities for retransmission, the packet success rate exhibits a
commensurate increase. Since the node1 is closer to the gateway, it is more
likely to get a larger RSSI than the node2. Therefore, node1 gets a higher
likelihood of survival under collision, bringing a higher PP1 than the node2.
These observations are also proved by verification results given by Figure 8(c)
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to 8(f). In these verifications, we fixed both nodes’ maximum retransmission
numbers (2 and 4) and varied the location of the node1. It can be seen that
when the two nodes get closer, the interference probability increases, thus
decreasing the total packet success rate.

(a) Node1 at 500m, 5 bytes (b) Node1 at 500m, 10 bytes

(c) 2 max. retransmissions, 5 bytes (d) 2 max. retransmissions, 10 bytes

(e) 4 max. retransmissions, 5 bytes (f) 4 max. retransmissions, 10 bytes

Figure 8: Verification results on packet success rate PP1

An interesting point observed from Figure 8(c) to 8(f) is that although
the probability PCE2 increases when the two nodes get closer, the success
rate of the node2 varies slightly. This is because when the node1 is further
from the gateway, the success rate decreases, and the need for more packet
transmissions brings a higher probability of collision to both nodes.
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Additionally, all figures in Figure 8 demonstrate that the success rate of
packet size of 10 bytes is lower than that of packet size of 5 bytes (about
1%).

(a) 4 max. retransmissions, 5 bytes (b) 4 max. retransmissions, 10 bytes

Figure 9: Verification results on PP2

Figure 9 presents the verification results of PP2. In these verifications,
we fixed the maximum retransmission number at 4 and varied the location
of the node1. This property presents the success rate of the whole system
within different transmission consumptions. Notably, when K is set to 8,
the values align with that given in Figure 8(e) and 8(f), demonstrating the
model’s robustness and reliability.

6.3.2. Reward Properties
The reward properties are also verified in this study. Figure 10 illustrates

the verification results regarding the expected energy consumption for one
packet (RP1) and for one successful transmission (RP1succ). The verifi-
cation scenarios for these properties are the same as that for the property
PP1.)

In Figure 10(a) and 10(b), we initially positioned the node1 at a distance
of 500m from the gateway. It can be observed that with more retransmission
attempts, the expected energy consumption for one packet (RP1) increases.
However, as the chances of retransmission rise, the packet success rate also
increases. Consequently, the expected energy consumption for one successful
packet (RP1succ) decreases. These two values converge when the success
rate (PP1) is high enough. Nonetheless, given that the node1 is closer to
the gateway compared to the node2, it has a higher probability of surviving
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from collisions (PCE1). Hence, its energy consumption consistently remains
lower than the node2.

(a) Node1 at 500m, 5 bytes (b) Node1 at 500m, 10 bytes

(c) 2 max. retransmissions, 5 bytes (d) 2 max. retransmissions, 10 bytes

(e) 4 max. retransmissions, 5 bytes (f) 4 max. retransmissions, 10 bytes

Figure 10: Verification results on expected energy consumption RP1/RP1succ

Figure 10(c) to 10(f) show the impact of the node distance to the energy
consumption. It can be seen that when the node1 is closer to the gateway, it
has a higher probability of surviving under collision. Thus, the node1 spends
less transmission to have a successful packet than the node2 (RP1succ).
Therefore, the energy consumption (RP1) of the node1 is less than the
node2. When the two nodes are at the same distance, the PCE becomes
the same. Both nodes have the same expected transmission time and energy
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consumption. Therefore, the curves of the two nodes intersect.

(a) 2 max. retransmissions, 5 bytes (b) 2 max. retransmissions, 10 bytes

(c) 4 max. retransmissions, 5 bytes (d) 4 max. retransmissions, 10 bytes

Figure 11: Verification results on expected energy consumption RP2/RP2succ

Other verifications are conducted for the expected transmissions for one
packet (PP2) and one successful transmission (PP2succ). These verifica-
tions are made under varied locations of the node1 and the same maxi-
mum retransmission numbers (2 and 4) of both nodes. Figure 11 shows the
verification results. It can be seen that when the node1 is closer to the
gateway, it has a higher probability of surviving under collision. Thus, the
node1 spends less transmission to have a successful packet than the node2

(PP2succ). Therefore, the node1 finishes the transmission earlier than the
node2 and transmits less (PP2). Moreover, although the expected trans-
mission numbers (PP2) in 2 maximum retransmissions are less than that in
4 maximum retransmission because of the limitation, the expected transmis-
sions for one success packet (PP2succ) is higher. This is because when the
retransmission limitation increases, nodes in the network have more chances
to send the packet, and the packet success rate (PP1) increases.

Additionally, from pictures 1 to 3, the difference between all verification
and simulation results is minimal. This shows that the formal performance

30



evaluation results based on the proposed probabilistic model are consistent
with the statistics-based evaluation result, proving the reliability and ratio-
nality of our proposed model.

7. CONCLUSION

This study investigates performance evaluation through the probabilistic
model checking in LoRaWAN on the MAC layer. A formal approach that
covers the complete behavior of the models of the Class-A device to evaluate
the LoRaWAN network is proposed. Probabilistic Timed Automata (PTA)
models are built to model the characteristics of the MAC layer of LoRaWAN,
such as the duty-cycle limits, the collision, and the bidirectional communica-
tion. The probabilistic and the rewards properties of the model are defined.
The properties and performance are evaluated in different scenarios using the
model checker PRISM. In the future, directions remain to be explored.

• Firstly, it is planned to investigate more properties. For example, to
verify the properties of the gateway’s availability by increasing the
packet number.

• Secondly, the non-deterministic decision-making, such as the different
choices of SFs, is also planned to be integrated into the model.

• Since the model is validated with the simulation results, cross-validation
of the probabilistic checking results with a real LoRaWAN test-bed is
also planned.
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